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ABSTRACT

Results from new simulations of the Early Jurassic climate show that

increased ocean heat transports may have been the primary force generating

warmer climates during the past 180 million years.  The simulations,
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conducted using the general circulation model (GCM) at the Goddard Institute

for Space Studies, include realistic representations of paleocontinental

distribution, topography, epeiric seas, and vegetation, in order to

facilitate comparisons between model results and paleoclimate data.  Three

major features of the simulated Early Jurassic climate include: 1) a global

warming, compared to the present, of 5°C to 10°C with temperature increases

at high latitudes five times this global average.  Average summer

temperatures exceed 35°C in low latitude regions of western Pangaea where

eolian sandstones testify to the presence of vast deserts.  2) simulated

precipitation and evaporation patterns agree closely with the moisture

distribution interpreted from evaporites, and coal deposits.   High rainfall

rates are associated primarily with monsoons that originate over the warm

Tethys Ocean.  Unlike the "megamonsoons" proposed in previous studies, these

systems are found to be associated with localized pressure cells whose

positions are controlled by topography and coastal geography. 3) decreases in

planetary albedo, occuring because of reductions in sea ice, snow cover, and

low clouds, and increases in atmospheric water vapor are the positive climate

feedbacks that amplify the global warming.

 Similar to other Mesozoic climate simulations, our model finds that

large seasonal temperature fluctuations occurred over mid and high latitude

continental interiors, refuting paleclimate evidence that suggests more

equable conditions.  Sensitivity experiments suggest that some combination of

ocean heat transport increase, high levels of CO2, and improved modeling of

ground hydrolgogical schemes may lead to a better match with the geologic

record.  We speculate, also, that the record itself is biased towards

"equable" climatic conditions, a suggestion that may be tested by comparing

GCM results with more detailed  phytogeographic analyses.
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INTRODUCTION

Paleoclimate simulations using three-dimensional general circulation

models (GCMs) have, generally, been concentrated on two geologic intervals:

the Pleistocene Epoch (COHMAP Members, 1988; Kutzbach and Guetter, 1986;

Kutzbach and Street-Perrott, 1985; Manabe and Broccoli, 1985; Manabe and

Bryan, 1985; Rind, 1987a) and the Cretaceous Period (Barron, 1980; Barron,

1985; Barron and others, 1981; Barron and Washington, 1982a, 1982b, 1984;

Fleming, 1983; Oglesby and Park, 1989; Rind, 1986).  At the most basic level

these two periods represent end-member climates with respect to surface air

temperature.  Thus, not incidently, they are scenarios which provide useful

information to climate modelers interested in the phenomenon of global

warming.  However, numerous other factors contribute to the prominence of

these time periods in simulation studies.

The Pleistocene geologic record is abundant with available paleoclimate

data, including continuous sediment and isotopic records from ocean cores,

large numbers of geochemical, sedimentary, and vegetational records, and even

samples of ancient air from ice cores (see review by Bradley, 1985).  Such

detailed data is an important aid in accurately constructing model boundary

conditions and in validating model results.  Pleistocene model-data

comparisons are also made easier by the fact that the geographic positions of

the continents have changed little over the past two million years; thus

making direct comparisons with the current climate much simpler.  In

addition, the Pleistocene is clearly of great interest because of the extreme

climatic changes associated with ice age fluctuations, including changes in

ice sheet and sea ice extent,  variations in the Indian and African monsoons,

shifts in low latitude desert regions, and large-scale ecosystem migrations.
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Cretaceous paleoclimate data, although not nearly as plentiful as that

from the Pleistocene, exists in large amounts compared to other Mesozoic

periods (see review by Crowley, 1983).  This results partially because,

during this time of relatively high sea level, abundant shallow marine and

associated nearshore deposits were formed on or near the continents.  Also,

Cretaceous deposits contain an abundance of economically important

hydrocarbon resources, as well as evidence of important geologic events such

as the rise to prominence of the angiosperms, the culmination of the age of

the dinosaurs, and evidence for an asteroid impact that may have led to the

mass extinction of fauna at the end of the period.  In addition, the

contrasts that exist between the Cretaceous and our Pleistocene world make it

a target of scientific curiosity: the paleogeography was different from the

present (Barron, 1987; Smith and Briden, 1977; Ziegler and others, 1983), the

paleobiology was unique (Doyle, 1987; Hallam, 1975; 1985; Wolfe and Upchurch,

1987; Ziegler and others, 1987), solar luminosity was probably reduced

(Newman and Rood, 1977) and, by most analyses, no permanent land ice existed

(Barron and others, 1981; Barron and Washington, 1982b; Frakes, 1979; Hallam,

1985; see Frakes and Francis, 1988, for an opposing view).  In addition, the

evidence for a warmer climate has led to hypotheses about increased

atmospheric trace gases (Arthur and others, 1985; Barron, 1985; Berner and

Landis, 1987; Schneider and others, 1985) and changes in ocean heat transport

(Rind and Chandler, 1991)

Recently, research has been directed towards two additional pre-

Pleistocene paleoclimate scenarios including:  1) the Eocene (Barron, 1987;

Rind and Chandler, 1991; Sloan and Barron, 1990), which is somewhat similar

to the Cretaceous, with the added curiousity that low latitude cooling seems

to have occurred concurrently to the high and mid-latitude warming, and 2)
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the supercontinent scenario (Crowley and others, 1987, 1989; Kutzbach and

Gallimore, 1989), in which all (Pangaea) or many (Gondwana and Laurasia) of

the continents formed a contiguous landmass.  The reasons for interest in

supercontinent climates are also similar to those for the Cretaceous climate.

Paleogeography and vegetation were very different from the present, while sea

surface temperatures (SSTs), atmospheric composition, and solar insolation

were probably altered as well.  Also, like the Eocene, the Early Jurassic,

Pangaean climate exhibits complex changes that have very different

consequences at low and high latitudes.  Diverse floral assemblages at high

latitiudes and the lack of glacial evidence indicate that the polar regions

were warmer and wetter than today, a ubiquitous signal in the Mesozoic and

early Cenozoic record (see review by Hallam, 1985).  However, vast expanses

of evaporites and eolian dune deposits at low latitudes indicate the presence

of tropical warmth and aridity during the Jurassic in excess of any other

Phanerozoic time period (Gordon, 1975).  Expanded interest in Jurassic

climates has also appeared in the climate modeling community since the

prediction was made that low to mid-latitude aridity will occur in the next

century concurrent with global warming.  Finally, interest in

supercontinental processes has culminated in an international research

initiative dealing with Pangaea which is organized by the Global Sedimentary

Geology Program (GSPG), and which will include studies of Pangaean climate.

This paper presents the results of a Pangaean climate simulation

conducted using one version of the Goddard Institute for Space Studies'

general circulation model (GISS GCM).  The simulation is designed to

approximate the climate of the Early Jurassic (Pliensbachian) Epoch.  We have

used boundary and initial conditions that are based on the best available

estimates from the geologic record and we have strived to include all
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conditions which are significant on the spatial scale used by the GCM.  The

conditions are represented in far greater detail than in previous experiments

and include: continental reconstructions, topography, epeiric sea extent,

vegetation distributions, and sea surface temperatures.  These improved

representations of surface conditions in the GCM are intended to provide

simulated climate results that can be more critically compared to

paleoclimate data from the geologic record.

THE GISS GENERAL CIRCULATION MODEL

The GISS GCM is a three-dimensional global climate model that can be run

using a variety of grid resolutions, ocean models, ground hydrology schemes,

and cloud paramterizations.  A complete description of the GISS GCM and the

results of a current climate simulation (referred to in the climate

literature as a "control run") may be found in Hansen and others (1983, model

II).  The version we use for the Early Jurassic simulation operates with a

7.83° X 10° (latitude X longitude) horizontal resolution with nine vertical

atmosphere layers plus two ground hydrology layers.  It solves the

fundamental physical equations for the conservation of mass, energy,

momentum, and moisture, as well as, the equation of state which relates the

atmospheric pressure, density and temperature.  The GISS GCM includes both

seasonal and diurnal cycles in its temperature calculations and its radiation

computations take into account aerosols, cloud particles, and all significant

atmospheric gases, including trace gases (i.e. carbon dioxide, methane,

etc.).  The cloud parameterization predicts both large-scale and convective

cloud cover, and precipitation may occur from either cloud type when

supersaturated conditions exist.  In a typical simulation, using specified

sea surface temperatures, the GCM is "spun-up" through one annual cycle after

which the principle components of the model are in equilibrium.  The results
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presented here are averages over the final five years of a six year

simulation.  Sensitivity experiments that are described in this paper were

generally run for between two and five years and used our primary Early

Jurassic simulation for their initial state.

BOUNDARY CONDITIONS FOR THE GISS GCM

The Early Jurassic lasted for approximately 20 million years, from 208 Ma

to 178 Ma (Harland and others, 1990).  The continental distribution we use is

based on a Pliensbachian reconstruction by Ziegler and others (1983, see

their figure 2), which includes estimates of paleotopography and the extent

of epeiric seas.  Like the Cretaceous (and other periods of the Mesozoic and

early Cenozoic) a great deal of the paleoclimate data from the Jurassic

indicate that the climate at that time was warmer than at the present.  High

latitudes in particular are conspicuous because they lack glacial deposits

and yield evidence of diverse fossil flora (Hughes, 1973) which suggest that

temperatures near the poles were probably amplified more than at lower

latitudes.  However, whereas the Cretaceous is generally characterized as

more humid than the present, extensive evaporites and eolian sandstones

suggest that the Jurassic Period was considerably more arid than the present

climate (Arkell, 1956; Frakes, 1979; Gordon, 1975; Hallam, 1985; Hubert and

Mertz, 1984; Kocurek and Dott, 1983).   Based on the latitudinal extent of

evaporite deposits the Early Jurassic was probably not as dry as the Middle

and Late Jurassic Epochs; however, it was selected for this experiment on the

basis of several additional advantages which are discussed below.

Table 1 lists the boundary and initial conditions that must be assigned

in order to initiate the GISS GCM.  Figure 1 shows the primary boundary

conditions that were changed in order to simulate  the Early Jurassic.  The

results of the simulation depend not only on the ability of the GCM to model
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physical climate processes, but also on our ability to provide accurate

boundary conditions for the simulation.  Assigning boundary conditions is

perhaps the most difficult task for paleoclimate simulations and many

limitations of GCM paleoclimate runs are related to our lack of knowledge

about past conditions.  As the GCMs become more sophisticated, and we begin

to investigate paleoclimate patterns on the regional scale, it becomes

necessary to provide realistic boundary conditions in order to compare

simulation results to the geologic record.

Paleocontinental Distribution

Figure 1a is a paleocontinental reconstruction for the Pliensbachian

Epoch of the Jurassic Period and figure 1b shows the Pangaean land

distribution and topography used in our simulation.  During the Pliensbachian

southern China collided with Laurasia and the supercontinent of Pangaea

attained its most complete configuration.  Pangaea had drifted northward to a

position that left the south pole in open waters for the first time since the

mid-Ordovician (460 Ma).  At this time, Pangaea was arranged nearly

symmetrically about the equator with 51.5% of the land area located in the

northern hemisphere as compared with 63% today (Parrish, 1985).  Overall, the

supercontinental landmass extended from 85°N to 80°S and spanned 180° of

longitude.  The elevations given by Ziegler et. al (1983) for this time

period were only qualitative so we quantified them by using assuming that

Pangaean and present day regions with similar tectonic settings would have

similar elevations.  The result is that the landmass in our Early Jurassic

reconstruction covers 28.7% of the earth's surface and has an average

elevation of 135 meters.  This can be compared to the continental values used

in GISS's current climate simulation which has 29.1% land coverage with a 233

meter average elevation.
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The extensive, continuous, and symmetrical land coverage during the Early

Jurassic reduces the complexity of simulating and interpreting the modeled

paleoclimate.  For climate analysis, the one-continent configuration is the

most simplistic end-member of continental organization.  It presents an

interesting yet realistic paleogeographic scenario for climate study. In

addition, the broad latitudinal extent of the Pangaean continent yields

geologic data that covers a continuous range of latitudes in both

hemispheres, providing critical information about equator to pole climate

gradients.

Ocean Basins and Sea Surface Temperatures

A corollary to the simplified paleocontinental distribution is the

uncomplicated shape of the ocean basin.  One large ocean, Panthalassa, covers

the globe from pole to pole across a longitudinal extent of 180°.  The Tethys

Ocean separates northern and southern Pangaea in the east and is an

equatorial embayment of the western Panthalassic Ocean (see Fig. 1).

The major effect that oceans have on climate in the GCM arises from their

ability to transport heat and to act as a source and sink for H2O.  The GISS

GCM parameterizes moisture and heat transfer from the ocean to the atmosphere

based on the SST distribution.  The importance of the SST distribution should

not be underestimated since previous paleoclimate modeling studies (Barron,

1987; Rind and Peteet, 1985; Rind and others, 1986; Sloan and Barron, 1990)

have indicated that the Earth's climate, especially at tropical latitudes,

may be very sensitive to this factor.  The errors inherent in supplying the

SST field represent a serious limitation to paleoclimate modeling of pre-

Pleistocene periods; however, effective full-ocean models are not yet

available, and the static mixed layer oceans used in some GCM experiments

generate high latitude SSTs that are inconsistent with temperature estimates
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made using the geologic record (Barron, 1982; Barron and Washington, 1982a).

For this reason, simulations that use mixed layer oceans commonly assign a

minimum allowable SST in order to maintain warm polar region temperatures.

In our simulation we use a specified SST distribution which adjusts daily,

thus accounting for seasonal temperature fluctuations.  As Barron and

Washington (1982b) point out, this method of simulating past polar warmth

implies that increased ocean heat transports were a significant component of

the climate system; an important point which we will discuss later in this

paper.

The Early Jurassic SST distribution, shown in Fig. 1b, is an estimate

based on data from numerous sources.  These include the resources of the

Paleogeographic Atlas Project (A. M. Ziegler,  personal communication) and

the compilations of Arkell (1956), Brenchley (1984), Frakes (1979), and

Hallam (1975).  The constraints on our SST estimates are: 1) no high latitude

ice sheets, 2) broad latitudinal extent of warmer climate vegetation types

and high diversity floral assemblages located at high latitude coastal

positions, 3) greater latitudinal extent of hermatypic corals and greater

diversity of other marine invertebrates in the Tethys region, 4) regionally

extensive evaporite and carbonate deposits, and 5) estimates of

paleocurrents, taking into account the Coriolis force and continental

barriers.  The reliability of the available oxygen isotope measurements  is

questionable (see Hallam, 1975, for a review) and such quantitative data are

too few and too variable to be seriously useful for determining the SST

distribution for the Early Jurassic; however, we point out that the SST

distribution we use is generally consistent with the minimum SST estimates

(most positive ∂18O values) that were made by Stevens and Clayton (1971) using

isotopes.
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Since the single-basin ocean configuration decreases the complexity of

the wind-driven ocean circulation this may reduce the error in the estimates

of SST distribution.  Yet, thermohaline circulation changes, potentially of

equal or greater importance, are not explicitly considered in this study.

Major features of our specified SST field include: warm polar waters

(seasonal range = 3.5°C to 9.5°C), a low equator-to-pole temperature gradient

(22.2°C), and an east-west equatorial temperature gradient (from 25°C in the

east Panthalassic to 32°C in the west Tethys).  Globally averaged, our

specified Jurassic ocean is 3.0°C warmer than the SSTs used in the current

climate GISS GCM experiments.

Vegetation

Several studies have shown the importance of including more realistic

representations of vegetation in GCMs (Emmanuel and others, 1985; Hansen and

others, 1983; Hansen and others, 1984; Rind, 1984; Rind and others, 1990) and

numerous vegetation schemes, of varying complexity, have been applied to the

problem (Abramopoulos and others, 1988; Dickinson, 1984).  The simplest

schemes account only for vegetation's effect on surface albedo.  However,

other properties of plants such as their influence on soil moisture, surface

runoff, and evapotranspiration (the transport of water from the soil to the

atmosphere) play important roles in regulating continental climates (Rind,

1982, 1984; Rind and others, 1990; Sud and Smith, 1985; Thornthwaite, 1948).

These additional properties are included in the GISS GCM's ground

hydrological scheme and are dependent upon specified vegetation types.  The

GISS GCM includes eight categories of vegetation which were condensed from a

larger global database (Matthews, 1984, 1985).  Each vegetation category is

used to define,  1) surface albedo (adjusted seasonally), 2) the water
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holding capacity of the ground layers (soil moisture), and 3) the degree to

which snow reflectivity is masked (Hansen and others, 1983).

The vegetation distribution used in the Early Jurassic simulation is

shown in figure 1c.  Paleofloral distributions were constructed using data

from several sources (Termier and Termier, 1960; Vakhrameev, 1965, 1970;

Hughes, 1973; Wesley, 1973; Filatoff, 1975; Hallam, 1975, 1985).  The

Jurassic floras were assigned to the GCM's vegetation categories based upon

fossil plant morphologies and inferences about their functional properties as

compared with modern flora (B. Cornet, 1989, personal communication; E.

Matthews, 1989, pers. comm.; A. M. Ziegler, 1989, pers. comm.).  In addition

to our original Jurassic experiment, we ran two other simulations in which we

modified the vegetation distributions in order to test the climatic

sensitivity to such changes.  The first of these simulations applied a

uniform vegetation over all continental regions, while the second tested the

sensitivity of a low latitude coastal climate to vegetation change.

Land and Sea Ice

The geologic record contains no definitive tillites or glacial-marine

deposits of Early Jurassic age (Hallam, 1985); thus, no conclusive evidence

exists for the presence of permanent land or sea ice during this Epoch.  This

evidence does not rule out the possibility of seasonal ice formation, which

may account for potentially ice-rafted deposits of Middle Jurassic age in

northeastern Siberia (Frakes and Francis, 1988).  However, diverse fossil

floras, some of which have modern relatives living in regions that rarely

experience freezing temperatures, are found in coastal deposits of Greenland

and Antarctica at Early Jurassic paleolatitudes above 60° (Barnard, 1973;

Frakes, 1979; Hallam, 1985; Wesley, 1973).  Ongoing paleofloral research

should give us more detailed paleoclimate information from these high
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latitude sites (e.g., R. Spicer and J. Parrish, personal communication) and

improve our understanding of the polar seasonal temperature variations that

existed during the Mesozoic.  Although we do not initialize our simulation

with snow cover, snow is formed by the GCM, and does accumulate over portions

of Pangaea during the winter months.

Atmospheric Composition and Solar Radiation

In this simulation the atmospheric composition and solar radiation are

set at present day values and current orbital parameters are used to

calculate the seasonal and latitudinal radiation distribution.  The forcing

for climate change originates, primarily, from the specified SSTs, land

distribution changes, and ice-sheet changes.

Although geologic evidence suggests that Milankovitch-type variations did

occur during the Early Jurassic (Olsen, 1986), our choice of modern orbital

parameters is arbitrary since the results are compared with paleorecords that

span 20 million years, accumulating under multiple earth-sun arrangements.

Solar evolution theory suggests that solar luminosity has increased through

time (Newman and Rood, 1977), and many speculations have been raised

regarding increased CO2 as a forcing mechanism for Mesozoic warming.

Unfortunately, there is no method to measure trace gases or solar radiation

from the Jurassic record and, as a result, sensitivity experiments are

commonly used to investigate the climate effects of solar radiation and

atmospheric composition changes (e.g. Barron and Washington, 1985; Overpeck

and others, 1989).  Previous sensitivity experiments have used explicit means

of including CO2 (Barron and Washington, 1985), while others employed solar

radiation changes to approximate CO2 increase (Kutzbach and Gallimore, 1989).

We have conducted four, Early Jurassic experiments with increased CO2 levels

(2X,3X,4X, and 6X) using the explicit method; however, specifying SSTs
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minimizes the climate effects by previously accounting for many of the CO2-

induced feedbacks (sea ice decrease, water vapor increase), thus limiting the

CO2 effect to direct radiative heating (Sloan and Barron, 1990).  It was

initially our intention to use the radiation imbalance of the model,

generated by including artificially warm SSTs (see below), to estimate past

amounts of CO2 ; however, for reasons discussed in this paper, such

experiments were not warranted.

Paleoclimate Data

Figure 2 shows a map of climatically indicative sedimentary deposits from

the Early Jurassic Epoch which are used to test model results.  The data were

summarized from the paleoclimate dataset compiled by the Paleogeographic

Atlas Project at the University of Chicago.  Interpretations of paleo-

temperatures are generally made from paleofloral, paleofaunal and glacial

deposits (or the lack thereof), while peat and coal deposits, evaporites, and

eolian deposits provide most of the information about atmospheric moisture.

Data such as these are the only true means for testing GCM paleoclimate

simulations; however, the information they provide is semi-quantitative at

best, limiting our ability to test the model's quantitative accuracy (Rind,

1990).  Assigning boundary conditions and testing model results is also

limited by the lack of geologic data over large regions of Pangaea.

Ultimately, the goal of paleoclimate modeling is to help fill these gaps and

to quantify the paleorecord; a formidable task considering the sparsity of

the geologic record and the complexities involved in quantifying paleoclimate

data.
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THE EARLY JURASSIC SIMULATION: GLOBAL RESULTS

Early Jurassic Warmth: A Self-Sustaining System?

The warm climate of the Early Jurassic, as simulated in this experiment,

turns out to be self-sustaining.  The global, annually averaged surface air

temperature in the Early Jurassic is 5.2°C greater than that of the control

experiment although the vertically integrated air temperature increases by

only 3.4°C (Table 2).  These figures are roughly equivalent to the warming

generated by a doubling of CO2 in the GISS GCM (Hansen and others, 1984) the

major difference being that the vertically integrated temperature increase in

the Early Jurassic is not as great in proportion to the surface temperature

increase.  The greater surface warming is a consequence of using a surface

forcing mechanism, namely warmer SSTs, to warm the atmoshpere.  Specifying

warmer high latitude SSTs also implies that the oceans were transporting

greater amounts of heat poleward in the Jurassic than they do today.

Another consequence of specifying warmer SSTs is that the amount of

thermal radiation generated by the Earth increases, leading to an imbalance

in the net radiation (NR) of the planet, as measured at the top of the

atmosphere.  The net radiation is given by the simple equation,

NR  =  (ISR) - (ETR) + (CO2TR)

where ISR is the incoming solar radiation, ETR is the exiting thermal

radiation, and CO2 TR is the additional radiation trapped when CO2 levels are

increased. Prior to running the simulation we expected that the NR would be

negative because we artificially increased the thermal radiation exiting the

planet, but did not increase the incoming solar radiation or the amount of

atmospheric CO2.  Our intention was to compensate for that negative imbalance

by increasing atmospheric CO2 in subsequent simulations until CO2TR increased

to the point where the model was equilibrated again.  Balancing the warm SSTs



-16-

using this method, we thought, would produce an Early Jurassic simulation

which did not need artificially maintained SSTs, and would yield a

quantitative estimate of Mesozoic CO2 levels.

Significantly, and somewhat surprisingly, the natural climate feedbacks

in the system (discussed below) balanced the negative net radiation caused by

the warm SSTs.  This implies that no additional CO2 was needed to

maintain the Early Jurassic global warmth.  In fact, the net radiation

was positive by 4.0 Wm-2.  This implies that, had we allowed the SSTs to

adjust, not only would they maintain their specified temperatures, but they

would actually continue to warm until the ocean surface emitted a level of

thermal radiation that balanced the positive radiation effect of the

feedbacks.  Since the sensitivity of the GISS GCM yields a 1°C atmospheric

warming for every +1 Wm-2 the ultimate warming in the simulation could have

been as much as 9.2°C (5.2°C plus 4°C associated with the radiation

imbalance).

We will defer most of the discussion of these results to Rind and

Chandler (1991) and Covey (1991).  However, we point out that if these

results are valid; that the Early Jurassic warming can be sustained purely by

increasing ocean heat transports, then many of the warm climates of the past

might be explained solely by changes in ocean circulation.

Climate Feedbacks Related to Early Jurassic Warming

Two feedbacks are primarily responsible for the above result.  First, the

elimination of sea and land ice, a result of the warm polar SSTs and the

equatorward shift of Antarctica, decreases the surface albedo allowing more

of the sun's energy to be absorbed by the planet.  This increases

temperatures at high latitudes and leads to a decrease in the amount of snow

accumulation during winter, further reducing surface albedo.  Ultimately,



-17-

global surface albedo was decreased by 2.8% (Table 2) in the Early Jurassic

simulation, despite an albedo increase at low latitudes caused by the large,

highly reflective desert regions.  The second, primary climate feedback

involves atmospheric moisture.  In the Early Jurassic simulation absolute

humidity (a measure of total atmospheric water content) rose by 19% (Table

2).  As atmospheric temperatures increase the water holding capacity of the

atmosphere also increases (see "Clausius-Clapeyron equation", Wallace and

Hobbs, 1977).  Water vapor is a strong greenhouse gas which resides

predominately at low levels in the atmosphere, thus trapping heat and raising

temperatures near the surface.  Previous modeling studies have found that

increased water vapor may, eventually, be the most important cause of future

global warming (Hansen and others, 1984), a hypothesis that is supported by

findings from the Earth Radiation Budget Experiment (ERBE) (Raval and

Ramanathan, 1989).  In light of these findings it is not surprising that the

water vapor feedback seems to have been an important factor in the warm

climate of the Early Jurassic .

Secondary effects also play a role in the global warming.  In the high

latitudes surface temperatures and atmospheric moisture levels rise due to

the increase in sensible and latent heat transfer between the open, warm

polar waters and the atmosphere.  Total cloud cover also decreases (Table 2)

significantly due to the increased water holding capacity of the atmosphere

(or perhaps despite it).  Simulations of the current climate show that

clouds, overall, cool the atmosphere because the reflective properties of low

level clouds outweigh the heat trapping ability of high level clouds

(Ramanathan and others, 1989a; Ramanathan and others, 1989b).  However, in

many warmer climate simulations (i.e., Cretaceous, doubled CO2) low level

clouds tend to decrease more than high clouds, providing a positive feedback
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that enhances global warming (Barron, 1980; Hansen and others, 1981, 1984;

Rind, 1986).  Similarly, in the Early Jurassic simulation, cloud amounts over

both land and ocean are reduced at low and mid levels in the atmosphere.

Consequently, planetary albedo decreases by nearly 4 percent (Table 2),

adding yet another positive feedback to the atmospheric warming trend.

Global Hydrological Cycle

Although the Early Jurassic atmosphere has a higher water vapor content,

the increased atmospheric moisture does not necessarily translate efficiently

into increased precipitation.  The 19% increase in absolute humidity is

accompanied by only a 1% increase in relative humidity because the warmer

atmosphere is capable of holding more moisture.  Thus, the globally averaged

precipitation rate increases by only 0.15 mm/day (4.8%) over the control

experiment (Table 2).  Global precipitation is linked primarily to the amount

of evaporation occurring over the oceans, which depends upon wind velocity,

the drag coefficient (which increases with increasing wind velocity), and the

temperature difference between the sea surface and the surface air.  In the

Early Jurassic simulation the difference between the surface air temperature

and sea surface temperatures increases slightly.  However, the decrease in

global wind velocities, and therefore the reduced drag coefficient, offsets

most of the temperature effect in the model.  The result is a relatively

minor increase in evaporation (2.4%) over the oceans, thus limiting the

precipitation increase.

The GISS GCM includes representations of two types of clouds.  Large-

scale clouds, similar to those produced by mid-latitude cyclones, and

convective clouds.  The convective clouds are responsible for about 90% of

the global precipitation.  Globally averaged, both large-scale and convective

cloud amounts decrease in the Early Jurassic simulation compared with the
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control experiment.  Global precipitation from large-scale clouds also

decreases by about half, however, convective cloud precipitation increases by

almost 10%.  Notably, this increase in convective precipitation is unevenly

distributed; illustrated by a large increase over the ocean and a significant

decline over the continent.  This indicates that the net transfer of moisture

from ocean to land was much less in the Early Jurassic than at present.  In

part this result can be attributed to the supercontinent configuration, which

increases the mean distance between the continental interior and the ocean.

It is important to point out, however, that precipitation over the continents

in the GCM is sensitive to the types of vegetation specified for the ground

hydrology scheme.  The significance of assigning accurate vegetation was

demonstrated in a sensitivity experiment in which we replaced the Early

Jurassic deserts with grassland hydrology characteristics.  In that

simulation, continental precipitation was reduced only about one-sixth of the

amount that it decreased in the original Early Jurassic run.

In addition to the reduced precipitation, the potential rate of

evaporation also increases in the warmer climate, a factor that must

ultimately be considered if we wish to fully understand the availability of

moisture on the continent.  Rind and others (1990) have shown previously that

a positive correlation exists between increases in global temperature,

potential evaporation, and the occurrence of severe drought in a doubled CO2,

warm climate.  Similarly, for the warmer Early Jurassic climate, increased

potential evaporation could further exacerbate the drying of the continent

indicated by the precipitation reduction.  Temperature distributions over

Pangaea (see discussion below) suggest that the effect is potentially

important, particularly in low latitude regions.  Although the potential

evaporation values calculated by GCMs cannot be used directly due to various
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complexities (Rind and others, 1990), potential evaporation can be estimated

using empirical bioclimatic formulas, a method we employ in our study.

Global Atmospheric Circulation

In figure 3a we show the longitudinally-averaged mass stream function

which is useful for examining the properties of the general circulation of

the atmosphere between the equator and poles.  Comparisons with the control

experiment (see Rind, 1988) show that the intensity of the low latitude

Hadley cell decreases significantly in the Early Jurassic simulation compared

with the present.  The decrease in latent heat flux in the tropics is

responsible for most of this reduction.  Although the intensity decreases,

the Hadley cell in the winter hemisphere expands poleward by a few degrees,

and extends farther across the equator into the summer hemisphere.  Extension

into the summer hemisphere is primarily caused by the deep low pressure

centers that form over land in summer and which divert the intertropical

convergence zone (ITCZ) poleward.  The poleward expansion occurs at the

expense of the mid-latitude circulation cell (known as the Ferrel cell) which

is completely absent in the winter hemisphere and is significantly weakened

in the summer hemisphere.  The Ferrel cell is driven primarily by energy

transported in atmospheric eddies (Rind and Rossow, 1984) and the decline in

eddy energy suggests a decrease in mid-latitude storms, which are a common

example of kinetic energy transported as eddies.  Several climate change

simulations have indicated a connection between eddy energy (or storm

activity) and the latitudinal temperature gradient (Rind, 1986, 1987a, 1987b;

Manabe and Broccoli, 1985).  In sensitivity experiments using altered SST

gradients with the Early Jurassic boundary conditions we found further

evidence of this correlation.  These experiments showed that a  5°C decrease
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in SST gradient was accompanied by a 14% drop in eddy energy and a 15°C

gradient reduction dropped eddy energy by an additional 25%.

Prevailing westerly jet streams are the major feature of the Early

Jurassic zonal mean wind field (Fig. 3b) and, like today, they are centered

at upper levels in the mid-latitudes.  The wind intensities are, however,

reduced 30 to 50 percent compared with their present day counterparts.  At

subtropical latitudes the loss of energy in the zonal winds is directly

related to the weakening of the Hadley cell, while farther poleward, in the

upper mid-latitudes, the reduction in eddy energy convergence (discussed

above) is the major cause of zonal wind depletion.  The decreased jet

intensities in the mid-latitudes are also consistent, through the thermal

wind relationship, with the reduction in the vertically averaged latitudinal

temperature gradient (see Barron and Washington, 1982a; Holton, 1979).  The

zonal winds are weakest in the southern hemisphere because the northward

displacement of Antarctica, the lack of high latitude ice, and the warm polar

SSTs cause the temperature gradient to be reduced more in the southern

hemisphere. Over the continent, and particularly during winter, the

temperature gradient is large, thus strengthening the jet stream. (see Fig.

6b).

At high latitudes, the warm polar waters reverse the normal latitudinal

temperature gradient creating polar easterlies at all heights, while over the

low latitude continent an easterly jet appeared in the Early Jurassic

simulation (see Fig. 6b).  This jet is the upper branch of a longitudinal

circulation cell which is generated by the coupling of intense convection

over tropical Pangaea with subsidence over cool waters in the eastern

Panthalassic Ocean.  On the surface the longitudinal circulation cell

generates westerly winds across and just west of the low latitude continent.
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The cyclonic subtropical circulation over southern Pangaea adds to this

westerly wind flow and together the two effects reverse the normal, trade

wind pattern (see figure 6a) across the continent.  Although winds over the

oceans reveal a typical trade wind pattern these low latitude westerlies are

strong enough to affect the zonal average.

THE EARLY JURASSIC SIMULATION: REGIONAL RESULTS

The regional expression of climate depends upon multiple feedbacks just

as does the globally averaged climate.  However, regional patterns are

controlled to a greater extent by features such as geography and topography,

the extent of epeiric seas, sea surface temperatures, and the vegetation

distribution.  Glaciation and sea ice are also prominent controls on regional

climates, although in the Early Jurassic simulation they are conspicuous only

by their absence.

Western Pangaea: The Low Latitude Continent

Surface air temperatures are warmest in the low latitudes over the

continent with monthly averaged maxima in the subtropical regions (Fig. 4).

These maxima  are in excess of 35°C and result from a combination of high

solar insolation in the subtropics and the low heat capacity of the

continent.  Average summer temperatures that exceed 25°C extend well into the

mid-latitudes, 10° to 20° farther poleward than in the present day climate.

The warm surface temperatures create instability in the atmosphere,

generating deep low pressure cells during summer in the subtropics of western

Pangaea (Fig. 5).  Colder winter temperatures maximize the atmospheric

stability, thus the summer low pressure cells alternate seasonally with

winter high pressure cells.  The high pressure centers are located 15° to 20°
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poleward of the peak lows in response to the winter cooling at high

latitudes.

The pressure cells influence the surface wind flow (Fig. 6a) over the

continent to the extent that trade winds, which are well developed throughout

the year over the ocean, are severely modified over the continent (see

discussion above).  The surface flow is more intense in the southern

hemisphere, responding to the enhanced temperature and pressure fields over

the elevated Gondwanan Plateau.  A similar process occurs over the Tibetan

Plateau in the current climate (Druyan, 1982a, 1982b; Ruddiman and Kutzbach,

1989).

One consequence of this surface flow pattern is that very little moisture

is directed towards the interior of the continent in low latitudes.

Therefore, despite the presence of low pressure in subtropical regions, the

lack of moisture convergence results in a reduction of total cloud cover

across western Pangaea (see table 2).  Decreased storm activity, related to

the decrease in the vertically-averaged equator to pole temperature gradient,

further reduces mid-latitude cloud cover.  The greatest reductions occur in

low level clouds (Fig. 7a), although moist convective cloud amounts decrease

throughout the tropics as well.  High level clouds (Fig. 7b) are reduced on

the western side of the continent but are increasingly present towards the

Tethys Ocean and within the tropical zone where warm SSTs and high

evaporation rates provide moisture to the atmosphere, creating the conditions

for deep convection which transports the moisture to high altitudes.  The

change in low clouds reduces the albedo over western Pangaea, which acts as a

positive feedback to warming in that region.  The lack of clouds also implies

a similar lack of rainfall in the region and the precipitation results shown

in figure 8a are consistent with this suggestion.  Vast regions in the
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western low latitudes of Pangaea receive less than 250 mm of rain annually

(0.7 mm/day).  Generally, regions receiving so little rain cannot support

vegetation and this limit is commonly used to define arid zones (Bates and

Jackson, 1980; Glennie, 1987).

Despite the similarity between the hemispheric patterns, a substantial

degree of asymmetry exists, caused by land-sea distribution and topographic

differences.  The epeiric seaway that extends northwestward from the Tethys

Ocean acts to narrow the longitudinal extent of the continent in the northern

subtropics (see Fig. 1).  This imparts a more maritime climate to that

region, resulting in subdued seasonal pressure and temperature variations.

South of the equator the higher elevation of the Gondwanan Plateau enhances

the seasonality.  The plateau intensifies the cyclonic flow above the

subtropical low in summer and pulls large amounts of moisture off of the warm

low latitude Tethys Ocean, generating monsoon conditions over the southwest

Tethys coastline.  Coastal topography and the Hadley circulation reinforce

the rising motion caused by heating over the continent in winter, resulting

in increased cloud formation and higher precipitation rates in a 1500 km wide

zone along the southwestern Tethys coast.  On the opposite side of the

Gondwanan Plateau, along Pangaea's west coast, a similar surface flow pattern

generates increased precipitation.  However, maximum precipitation values are

lower than on the Tethys coast because cool SSTs in the eastern Panthalassic

Ocean reduce evaporation and decrease convection in this region.

Northern Pangaea: The Mid and High Latitudes

The climatic patterns over the northern Pangaea are controlled, to a

large degree, by the presence of the epeiric seaway and by orography.  Sea

level pressure contours (see Fig. 5) parallel the shoreline of the epeiric

sea, indicating its role in separating the northern hemisphere pressure
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centers.  This effect is most evident during winter where the warm SSTs

inhibit the formation of high pressure over the region surrounding the

seaway.  In marked contrast, the colder temperatures over the eastern portion

of northern Pangaea stabilize the continental air masses, generating high

pressures.  To the west of the seaway, anticyclonic circulation around a weak

high generates northeasterly winds which join the trade wind circulation in

the subtropics.  As these winds cross the epeiric sea they evaporate large

quantities of water from the surface (Fig. 8b), which condenses as the flow

reaches the coastline and rises over the colder continental air mass.  Figure

8a shows the extremely high precipitation rates (up to 8 mm/day) that are

generated in this manner on the southwest coast of the epeiric sea.   During

the summer, high pressure over the polar ocean and low pressure over the

western Tethys and low latitude Pangaea create a north-south pressure

gradient which generates southerly surface winds along the axis of the

epeiric seaway.  Despite the warmer sea surface temperatures and high

evaporation rates, summer precipitation rates are much lower than in winter

because of the relative lack of onshore flow.

East of the epeiric sea the continental climate is controlled primarily

by pressure cells that develop over the high topography on the far eastern

portion of the peninsula.  During winter, the reduced seasonal insolation,

the high elevations, and the expansive landmass create extremely cold

temperatures north of 45°N (see Fig. 4).  Approximately 75% of the northern

peninsula is covered by below-freezing temperatures throughout the winter,

with the coldest surface temperatures (-30°C) located over the high latitude

mountains in the northeast.  The resulting high pressure and stability of the

winter air mass in northern Pangaea, along with the low moisture holding
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capacity of the cold air, are responsible for the weak winds and the low rate

of winter precipitation across the northern interior.

Increased solar radiation during summer intensifies heating at the

surface and summertime temperatures range from 10°C near the pole to 30°C in

the southcentral portion of the peninsula .  The warm temperatures generate a

diffuse low pressure zone over the continent that deepens above the higher

elevations in the east.  Despite the dominance of one, large low pressure

system, the summertime precipitation field over the northern interior is

divided into three longitudinal segments.  The western segment is delineated

by the epeiric sea to the west and the ancient Ural Mountains to the east.

In this region surface and upper level winds advect moisture from the epeiric

sea and northwest bay up to 2500 kilometers into the peninsula.  Eventually,

distance from the source and increasing elevation prevent further penetration

into the continental interior. East of the Urals, in the central segment of

the continent, elevation drops and the air subsides and warms, suppressing

condensation across the southcentral lowlands and southcentral Tethys coast.

In the northcentral region northerly winds, generated by the low pressure

further east, force cooler, more stable air into the central lowlands,

enhancing the aridity of the continental interior.  Seasonally averaged

summer temperatures in the interior reach 30°C in some grid boxes.  These

high temperatures result, in part, from high sensible heat fluxes which

develop because coastal mountain ranges block moisture from reaching this

region, thus decreasing evaporative cooling of the surface.  Most of the

moisture in the far eastern portion of northern Pangaea is supplied by the

advection of moisture from the Panthalassic and Tethys Oceans, while local

precipitation maxima result as these moisture laden air masses move up the

stoss sides of individual mountain ranges.
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Seasonally alternating cyclonic and anticyclonic circulations are

established around the eastern pressure centers and have a particularly

important effect on the southeast Asian portion of northern Pangaea.  That

region is geographically situated such that, during winter, anticyclonic flow

carries moist air off of the western Panthalassic Ocean onto the continent,

while during summer continental heating generates cyclonic flow producing

monsoon winds that originate over the Tethys Ocean.  The result is that

intense rains affect southeastern Asia during both seasons.  In addition,

during summer, the  monsoon extends north along Panthalassa, bringing high

precipitation to the upper mid-latitude and high latitude eastern coastline

(see Fig. 8a).

Southern Pangaea: The Mid and High Latitudes

The symmetry of Pangaea, with respect to the equator, and the symmetrical

nature of the general circulation on Earth suggests that climates over

northern and southern Pangaea would be similar.  Certainly, broad

similarities do exist.  However, the lack of a bisecting epeiric sea and the

distinct orography of the southern hemisphere impart a unique climatic

pattern to the southern continent (see figures 4-9).  As in the northern

hemisphere, pressure centers are localized above high topography regions, the

winter high pressure cells being shifted poleward from the summer lows.

Below-freezing surface air temperatures extend across most of southern

Pangaea during winter, although seasonally averaged coastal temperatures

remain above freezing at all latitudes (instantaneous temperatures along high

latitude coasts drop below 0°C periodically).

The cold temperatures, high pressures, and  generally light winds over

southern Pangaea in winter create a radiatively and dynamically stable

situation that limits moisture exchange during that season.  Precipitation



-28-

contours generally parallel the coastline with higher precipitation amounts

along the Tethys where SSTs are warmest.  During summer, monsoon circulations

are responsible for increases in southern hemisphere precipitation.  Cyclonic

circulation about the subtropical low in southwestern Pangaea causes surface

winds over the western Tethys Ocean to flow southward where they encroach

upon Pangaea in the region of the Indian subcontinent.  Precipitation along

that coast exceeds 8 mm/day during summer and, due to the low coastal

topography, moisture penetrates well into the southern interior.   It is

primarily due to this mechanism that the interior region of southern Pangaea

receives more precipitation, annually averaged, than does the northern

interior.  However, this monsoonal circulation also causes greater seasonal

variation in the precipitation field of the southern hemisphere.

Monsoons also affect the easternmost portion of southern Pangaea, again,

driven by a summertime low pressure cell.  Longshore, westerly winds in the

southern Tethys Ocean intersect the continent at its easternmost extent and

strong polar easterlies, turned equatorward by the same low pressure cell,

move inland over the southeastern coast.  Not surprisingly, the flow from the

warm southern Tethys carries a great deal of moisture, which subsequently

condenses, thus increasing low level cloud cover and precipitation rates over

the continent.  Winds from the polar ocean, despite their cooler source, also

cause a prominent summer precipitation maximum over southeastern Pangaea,

primarily as a result of uplift of the air by coastal mountains.

COMPARISONS WITH THE GEOLOGIC RECORD

By virtue of their simplified nature, previous models of Pangaean climate

(Crowley and others, 1989; Kutzbach and Gallimore, 1989) produce results that

are not easily compared with the geologic record at the regional level.

Rather, they are idealized versions of the Pangaean climate that can be used
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to gain insight into supercontinent-type climate processes.  The simulation

presented here attempts to produce a version of the Early Jurassic climate

that, within the limitations of the GCM, and the geologic record, is a

"possible" Pangaean climate.  Certainly, our simulated climate is not the

"true" Early Jurassic climate because our ability to assign boundary

conditions, such as topography and sea surface temperatures, is limited.

However, comparisons between results and the geologic record are intended as

an integral part of this experiment because they help us to recognize points

in the simulation that require improvement.  Eventually, model results should

prove useful for interpreting conflicting geologic signals and for

identifying key study sites as well as allowing us to more fully understand

the causes, effects, and feedbacks that are responsible for the paleoclimate

record.

Surface Air Temperature Estimates for the Early Jurassic

  The large seasonal variation in surface air temperature simulated over

the Early Jurassic continent is not consistent with paleoclimate data

predictions for the Mesozoic, a finding that Kutzbach and Gallimore (1989)

also noted in their Pangaean simulation results.  Maximum seasonal

temperature ranges for the Early Jurassic exceed 45°C (Fig. 4) over high

latitude continental interiors, a value similar to the present day

seasonality over Siberia.  Certainly, such extremes are not consistent with

the widely held view that Jurassic climates, including those of the

continental interior, were equable (Frakes, 1979; Hallam, 1985).

The Jurassic equability hypothesis is supported by fossil evidence for

diverse floras as far north as 75°N (Novosibirskiye, U.S.S.R.) and as far

south as 63°S (Grahamland, Antarctica)(Hallam, 1975), and by the fact that

warm water corals extended up to 10° poleward of their present range (Frakes,
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1979).  However, these sites are coastal locations, where seasonality would

be at a minimum, particularly if SSTs were warmer than at present.  Barnard

(1973) sees some evidence for Early Jurassic continental seasonality in the

northern hemisphere floral record and tree rings in conifers attest to some

degree of seasonality (Vakhrameev, 1964, 1965).  However, it is not clear

whether the flora are reacting to temperature or moisture changes.  In

addition, these same authors imply that the degree of seasonality was reduced

compared to its present range.  While more paleontological evidence will

improve our understanding of seasonal climate variations, the available data

seems to support a reduction in seasonal temperature range over continents

for much of the Mesozoic and early Cenozoic (Frakes, 1979; Sloan and Barron,

1990).

Humidity and Aridity in the Early Jurassic

The map of paleoclimate indicators, shown in figure 2, consists primarily

of peat (p) and coal, and evaporite (e) deposits, because they provide the

most unequivocal evidence of humid and arid conditions, respectively.  Peat

and coal deposits imply year round rainfall and/or low evapotranspiration

rates since a necessary requirement for their formation is persistent wet

ground conditions (Hallam, 1984; Parrish, 1988).  Evaporites are indicative

of environments where the rate of evaporation exceeds that of precipitation

plus inflow of water (Gordon, 1975).  Restricted marine basins, tidally

influenced coastlines, and interior drainage basins are environments that

commonly support evaporite formation.  We rely less on other paleoclimate

indicators because they are not as easily related to climate variables.

However, kaolinite dominance in clay mineral assemblages, and the presence of

bauxites and ironstones are generally indicative of humid continental

conditions, and eolian deposits suggest continental aridity.  Hallam (1984)
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and Frakes (1979) give detailed reviews of the paleoclimatic implications of

each of these deposits.

Figure 9a shows the annually averaged precipitation minus evaporation (p-

e) values for the Early Jurassic simulation.  Negative values of p-e are

commonly used in paleoclimate modeling studies as a means of identifying arid

regions, however, this diagnostic must be viewed with caution.  It is

actually a proxy for a more accurate definition of aridity, which states that

the rate of precipitation minus the potential rate of evaporation (ep) must

be negative.  Unfortunately, GCMs produce values of ep over land that are

unrealistically large (Delworth and Manabe, 1988; Rind and others, 1990) due,

in part, to the lack of realistic vegetation in GCMs.  Thus,  the model

derived p-ep values cannot not be used directly to define arid regions.  An

alternate method, and one which we have found yields a more accurate

portrayal of aridity than either of the above methods (Chandler, 1989), uses

the model's precipitation minus potential evaporation values that are derived

from a empirical bioclimatic formula.  We use the bioclimatic scheme of

Thornthwaite (1948) which calculates potential evaporation using surface air

temperature as its only input.  All temperatures are supplied from the GCM

simulation.  The difference between precipitation and the Thornthwaite/GCM

potential evaporation (p-eTh) is shown in figure 9b.

The large-scale pattern of Jurassic aridity and humidity, as derived from

this method, is in good agreement with that derived from the paleoclimate

record and reported by several authors (Hallam, 1975, 1984, 1985; Parrish and

others, 1982; Robinson, 1973).  Western Pangaea was extremely arid across the

mid and low latitudes with increasing humidity towards higher latitudes.  The

eastern sections of Pangaea are more humid, particularly in coastal regions

and in regions where monsoon rains dominate.  This is similar to the gross
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pattern found by Kutzbach and Gallimore (1989) using their idealized Pangaean

model.  Our simulation differs significantly, however, from their idealized

version when regional climatic aspects are evaluated.  In the following

sections we present regional comparisons between the geologic data and our

simulation results.

Humid Regions.  High precipitation and positive p-eTh values (Figures

8a and 9b) indicate that the peat and coal sites in Madagascar, India, and

Australia (Gondwana continents), and in Canada, Greenland, Europe, and

southeast Asia (Laurasian continents), lie within humid regions.  However,

high evaporation rates in the northwest Tethys and across many coastal

regions generate negative p-e values (Figures 8b and 9a) that overlay some

coastal coal deposits.  The regions in the model which receive year-round

rainfall tend to have the largest concentration of major coal deposits.  In

particular, the region of extensive coal deposition in southeast Asia

corresponds very closely with the most humid region of northern Pangaea in

our simulation.  Minor coal deposits located in Iran (the equatorial island

in the western Tethys, see figure 2) are consistent with the simulation,

however, they are probably out of position in our reconstruction since recent

evidence suggests that the Iranian microcontinent was probably 25° further

north, adjacent to the northern peninsula (Ziegler, personal communication).

This new position removes them from their paradoxical location adjacent to

major evaporite deposits, yet still places them in a simulated humid region.

Despite consistency between most of the peat and coal record and the

simulated moisture distribution over land, two regions cannot be reconciled

with our simulation.  One site, in Mexico, lay on the equatorial Pathalassic

coast during the Early Jurassic.  The second, in the southern U.S.S.R., was

located in the interior of northcentral Pangaea.  The coal deposits in Mexico
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(Erben, 1957) lie in a zone where the simulated precipitation  rate is

approximately 2 mm/day, however, high evaporation rates result in negative p-

e and p-eTh balances (see Fig. 9b), indicating that the environment was

probably arid despite the high rainfall amounts.  These coal deposits are

minor and may represent nothing more than a local climate or depositional

environment anomaly.  Nevertheless, their position on the west coast and on

the equator suggests another possible explanation.  Ziegler and others (1987)

stress the importance of the overlapping zone of the seasonally migrating

ITCZ for maintaining year-round wet conditions and potential coal forming

environments.  In our simulation the ITCZ makes large excursions over the

continent, and therefore, has virtually no overlap zone except for a small

area that exactly corresponds to the position of the Mexican coals (see Fig.

6a).  Slightly higher precipitation rates in this region compared to

surrounding regions probably result from ITCZ and coastal orographic

influences.  However, the inability of the GCM to simulate this region as

humid probably results from the coarse grid size of our model, which diffuses

both the ITCZ and orography.

The peat deposits in the U.S.S.R. are more problematic since they lie

within an extensive arid region far from the tropics.  These are major coal

deposits and are difficult to explain in an arid environment.  Since

topography focuses the monsoons away from this area and also blocks moisture

advection from the east, west, and south, it seems possible that the dry

interior conditions simulated for northern Pangaea are incorrect and result

from overestimating elevations of mountains in the north.  In a sensitivity

experiment in which we set the topography equal to 10 meters everywhere, the

moisture reaching the coal forming regions of the continental interior was

found to increase.  However, removing the orographic influence also reduced
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the land-sea pressure differential which reduced the seasonal monsoons and

resulted in a decrease in precipitation across the far eastern half of the

continent, leaving that region drier than would be expected considering its

significant peat deposits.

We suggest that another possible reason for the deposition of the Soviet

peat deposits (as well as other interior coals) is the presence of inland

bodies of water which are not accounted for in the coarse grid scale of the

GCM.  The peats themselves suggest the presence of moist ground conditions,

and lakes or swamps might have been maintained by runoff from heavy

precipitation and snow melt in the mountains to the east.  Although ancient

drainage patterns are uncertain, the reconstructed topography implies that

much of northern Pangaea may have drained interiorly.  When we calculated the

moisture balance (MB = the sum of precipitation + surface runoff -

evaporation) for the central lowlands of the northern peninsula  we found

that the moisture surplus in the interior of northern Pangaea is 20.7 mm/day.

Calculations of the moisture balance using the Thornthwaite/GCM potential

evaporation in place of evaporation still show that the annually averaged

moisture surplus is almost 15 mm/day, sufficient to maintain standing water

under nearly any drainage conditions.

Arid Regions.  Perhaps the best known stereotype of the Jurassic

climate is that it was extremely arid.  This hypothesis is based on the large

volume and areal coverage of Jurassic evaporite deposits (Gordon, 1975),

eolian sandstones (Blakey and others, 1988), and on qualitative and

quantitative models of the Jurassic climate (Hallam, 1985; Kutzbach and

Gallimore, 1989; Parrish and others, 1982).  Most authors attribute the

aridity to the vastness of the supercontinent and its relative position in

the trade wind belt.  Yet, the greatest expanse of evaporites are Mid and
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Late Jurassic in age and were deposited long after the breakup of Pangaea had

begun (see Hallam, 1984 for a discussion of this paradox).  In fact, the Late

Triassic and Early Jurassic were, relatively, less arid than surrounding time

periods.  Adding to the curiosity of Early Jurassic aridity is the fact that

the median latitude of evaporite deposition was 15°, far nearer to the

equator than the present 35° (Gordon, 1975), and indicating that significant

evaporite deposition occurred in a zone that is currently humid.

The highest concentration of Early Jurassic evaporites are found in north

Africa, northeastern North America, and Saudi Arabia, where they were formed

in lakes, restricted marine basins, and sabkha environments surrounding the

western Tethys Ocean.  Throughout most of these regions our simulation

confirms the widely held view of extreme tropical and subtropical aridity

during the Early Jurassic.  By all definitions, most of western Pangaea

equatorward of 35° is extremely arid, while the region surrounding the

northwest Tethys, despite receiving heavy precipitation, has even higher

simulated evaporation rates, yielding negative p-e and p-eTh values on an

annually averaged basis (see Fig. 9).  The expansive eolian deposits of the

southwestern United States and those in the Bay of Fundy region also lie

within the simulated arid region, as do ancient dune deposits in southern

Africa.  In addition, simulated surface winds over the Early Jurassic

southwestern United States are consistent with measurements taken by Peterson

(1988) of paleowind directions from cross-strata (compare with figures 13 and

14 in Parrish and Peterson, 1988).

The most severe inconsistency between our simulation and the paleoclimate

record occurs along the tropical Tethys coast, south of the equator, where

extensive Saudi Arabian evaporites provide conclusive evidence for low

latitude aridity.  In this region our simulation shows that high
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precipitation rates result from both summer and winter monsoons.  The

strength of the monsoon rains is partially related to the size of the

Gondwanan Plateau, bringing into question the prescribed 1000 meter elevation

of the plateau.  Our 10 meter topography sensitivity experiment (mentioned

previously) shows reduced rainfall in the region but the reduction is not

sufficient to generate negative p-e or p-eTh values.  Overestimated SSTs

along the coast may also be responsible for the high precipitation rates.

Scotese and Summerhayes (1986) predicted that ocean upwelling could have

occurred along this coast, which suggests that offshore waters may have been

much cooler.  Since the moisture for this region is derived almost entirely

from the east, cooler coastal waters would reduce local convection and the

amount of moisture in the air to the east, thus reducing coastal rainfall

amounts.  Similar scenarios in the current climate affect the Namib and Peru-

Chile desert regions.  In a sensitivity experiment we reduced the sea surface

temperatures by 2°C in the coastal grid boxes of the southwest Tethys and

found that the p-e, annually averaged, over the entire coast decreased 1.2

mm/day.  Local decreases were up to 3.2 mm/day.  Both changes were enough to

yield negative p-e values for the region.

Finally, it is important to note that, while continental aridity was

apparently higher than average during the Jurassic, the Earth as a whole was

probably less arid.  We would expect the warmer atmosphere to hold more

moisture, and our simulation indicates that this is the case (see table 2).

Increased evaporation over the oceans leads to an equivalent precipitation

increase globally.  We find that global precipitation increases by 0.15

mm/day compared to the current climate.  However, the relatively small

absolute rainfall values over land imply that continental aridity is aided by

a reduction in the transfer of moisture from ocean to land.  This conclusion
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is not surprising since many authors have hypothesized that a supercontinent

would be drier due to the decreased coastal perimeter.  It is important to

note that, had monsoonal activity not increased precipitation dramatically in

some regions, the continent would have been much drier on the average.

Considering the intensity of the humidity in regions dominated by monsoons,

and the intensity of the aridity in other regions, Pangaea clearly

experienced severe geographic extremes of climate in the Early Jurassic.  As

with surface air temperature results, therefore, the hydrological cycle

results suggest that the character of the Early Jurassic climate is not one

of equability.

Discussion: The "Equable" Nature of the Early Jurassic Climate

The well-documented occurence of vast evaporite deposits as well as thick

coal deposits on Pangaea suggest that few would refute the claim that

Jurassic climates were not "equable" with respect to moisture conditions.

The discrepancy between air temperatures interpreted from the geologic record

and those simulated in climate models continue to be a subject of intense

debate (see Sloan and Barron, 1990).  In addition to our Jurassic simulation,

Permian, Triassic, Cretaceous, and Eocene simulations have all found extreme

continental seasonality (Barron and Washington, 1982b; Fleming, 1983; Crowley

and others, 1989; Kutzbach and Gallimore, 1989; Sloan and Barron, 1990), and

these experiments span four different climate models.  On the other hand,

paleoclimate data from the continental interiors, while sparse, include

crocodiles and subtropical paleofloras (Lefeld, 1971; MacGinitie, 1974;

Wolfe, 1978; Markwick, unpublished data) which are difficult to equate with

the climates indicated by models.

How then can we explain the apparent contradiction between the

paleoclimate data and climate model results? If the continental interior
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climates truely were equable, then climate models must  1) lack a fundamental

physical process or 2) lack the appropriate boundary conditions for modeling

the continental climates of the past.  Although the modeling of physical

processes in GCMs will certainly undergo improvement over the next decade,

there are not any forseeable additions to their forcing and feedback factors

that will influence continental interior climates dramatically.   Sensitivity

tests with developmental versions of the GISS GCM include coupled ocean

models, more detailed ground hydrology routines, improved cloud

parameterizations, and finer resolution grids, yet they do not dramatically

change the sensitivity of continental interior temperatures (Rind, 1987b, and

unpublished GISS GCM results).    Furthermore, current GCMs generate

generally realistic continental interior temperatures for the present day

climate, implying that, if the problem lies with the models, it is probably

related to uncertainties in paleo-boundary conditions.  Following the same

reasoning, Sloan and Barron (1990) designed several experiments to

investigate the sensitivity of the Eocene climate to altered boundary

conditions in a GCM.  They found that sub-freezing winter temperatures over

the continents were largely insensitive to changes in either the sea surface

temperature gradient or topography.  We found similar results for the Early

Jurassic climate using numerous combinations of boundary conditions in the

GISS GCM.  Table 3 describes several of our Early Jurassic sensitivity

experiments and lists their resulting temperature diagnostics.  Notably, none

of the experiments produced average winter temperatures that were above

freezing.  Two simulations, one with extremely warm polar SSTs and one with a

large "hypothetical" interior lake, generated the warmest continental

interiors, emphasizing the importance of the low continental heat capacity in

amplifying the cold continental temperatures.  The increased CO2 simulations
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reveal that trace gases have little direct affect on continental warmth; six

times the present day CO2 yielded a minor temperature increase in the

continental interior of 2.3°C.  Warming caused by CO2 increase results,

primarily, from climate feedbacks such as SST warming, sea ice decrease, and

cloud changes.  In the Early Jurassic simulations those feedbacks were

previously instigated by the warm SSTs and are, therefore, unavailable to

warm the climate farther.  Net radiation changes show that small increases

would occur if SSTs were allowed to adjust (see the method described

previously).  However, the additional warming is on the order of 1°C-2°C, far

below the warming needed to create "equable" continental interiors.

Although our experiments show that up to six times the present CO2

together with increased ocean heat transports was not sufficient to account

for seasonal temperature variations, the results are in the right direction,

suggesting that more experiments with these major forcing factors are

warranted.  Such experiments, if aimed at studying regional effects, must be

conducted using GCMs which explicitly include CO2 in their radiation schemes

because  models which adjust SSTs or solar irradiance to simulate the CO2

greenhouse effect create unrealistic forcing patterns, limiting there use in

climate interpretation (see Hansen and others, 1984, for examples of the

differences).  The reduced seasonality in northern Pangaea near the epeiric

seaway confirms the importance of inland bodies of water in regulating

continental climates and suggests that lakes and wetlands, which are not

represented in this (or other) climate models, are potentially important in

damping the seasonal temperature fluxuations.  To the extent that model

development allows, such boundary conditions should be included in future

simulations.
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Although the mystery of equable continental interiors remains, we would

like to suggest that the level of disagreement between GCMs and the geologic

record has been exaggerated.  Micro-environments, such as along inland bodies

of water and in valleys, could have harbored many of the paleofloras and

faunas in regions with harsh climates, just as they do today.  These

environments have high potential preservation rates, biasing the geologic

record towards climatically sheltered localities.  Models, using as they do

coarse resolutions, yield climatic averages over vast regions and tend to

wash-out micro-environments, describing instead regional-scale climate

patterns.  The fact that lifeforms, especially animals, seek out climatically

favorable, preferentially preserved environments makes them less useful for

validating paleoclimate simulations than for validating current climate runs.

Detailed paleophytogeography will probably provide the best hope for gaining

insights into the questions of continental interior climates.  Plants can

yield information about moisture availability as well as temperature

conditions, and tree rings have the unique ability to give us information

about seasonal conditions.  Preliminary bioclimatic interpretations based on

detailed paleophytogeography (A. M. Ziegler, personal communication) suggest

that the 0°C isotherm in northern Pangaea (data from China) during the Early

Jurassic is located near the position described by our simulation.

SUMMARY AND CONCLUDING REMARKS

The major features of the simulated Early Jurassic climate include warm

surface air temperatures, extreme continental aridity in the low and mid-

latitudes of western Pangaea, and monsoons which dominate along the mid-

latitude coasts of Tethys and Panthalassa and which also affect conditions

deep into the continental interiors in some regions.  The GCM results are

supported by the distribution of most coals and peats, evaporites, eolian
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deposits, and high latitude fossil floras.  The greatest mismatch occurs

along the low latitude Tethys coast where the GCM simulates wet conditions

over what is now Saudi Arabia, and which was then a region covered by

evaporites.  Sensitivity experiments suggest that the inclusion of cooler

waters along the southwest Tethys coast (simulating a zone of deepwater

upwelling) generates a drier climate along that coast and is a likely

candidate to solve to the problem.

Like other pre-Pleistocene simulations the Early Jurassic shows large

seasonal temperature ranges within the continental interiors.  We

experimented with variations in topography, sea surface temperature,

vegetation, and atmospheric CO2 content, and discovered that none of the

scenarios yielded continental interiors whose winter temperatures remained

above freezing everywhere.  Since we also found that moisture availability is

highly variable and dependent upon geographic factors, we conclude that

neither the temperature or the moisture results support the concept of an

equable Jurassic climate.

The most important finding from our simulation is that the warm climate

of the Early Jurassic could be maintained without additional forcing from

CO2.  Starting our simulation with warm high latitude SSTs implicitly

provided the model with increased ocean heat transports.  Those heat

transports instigated several positive feedbacks that supported the warmer

system yielding an Early Jurassic climate that equilibrates at much warmer

temperatures than the current climate.  Our simulation does not address the

question of why the ocean heat transports might have been greater; although,

calculations show that the an increase of only 42% would create an SST

distribution like the one we specified (Rind and Chandler, 1991).    Our

simulation does indicate that, once established, increases in sea surface and
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atmospheric temperatures could be maintained even if the initiating forces

were removed.  If true, we must consider the possibility that short term

changes in ocean circulation may have resulted in long term climatic warming.

The implications for Mesozoic climates, as well as for future climates, are

considerable.

The first responsibility of a paleoclimate simulation is to duplicate the

climatic patterns established from the paleoclimate record.  We have

attempted to achieve this goal within the limitations of the known boundary

conditions and the current state of GCM development.  The majority of the

comparisons show that the Early Jurassic simulation agrees with the

sedimentary paleoclimate data; however, the limitations lead to some

discrepancies.    We have tried to focus on the contrasts, discussing

possible explanations for the mismatches.  There are inherent difficulties

involved in comparing GCM results with geologic data; especially in the case

of paleoclimate modeling, where we rely on uncertain boundary conditions

interpreted from an incomplete record.  Certainly there is the potential for

circularity in our interpretations since we use the same record to both

initiate and validate the model.  However, the excercise is not a futile one.

Three-dimensional models such as GCMs are based, as much as possible, on

fundamental principles of physics, thus the results they generate are only

partly based on boundary conditions.  This is the main reason for using a

three-dimensional climate model to simulate paleoclimates; models that rely

heavily on parameterizations (approximations of physical processes), such as

2-D energy balance models, are extremely limited in their ability to examine

the full range of forces and feedbacks that constitute climate.  GCMs use

parameterizations too for some important processes, such as ocean circulation

and cloud formation, and, no matter how detailed those parameterizations
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become, they are,  nonetheless, the weakest points of the models.  They are,

also, the topics which are receiving the most attention from model

developers.

It seems appropriate to ask any climate model to supply more information

than could be obtained from a reasonably well-educated interpretation of

available data.  For paleoclimate study, the most obvious advantages of the

model include its quantitative ability and its ability to supply information

for regions that lack or have confusing paleoclimate data.  In addition, the

model can supply values for a vast array of climate variables that are

probably impossible to estimate from paleoclimate data.  Many of these

variables, particularly those that describe atmospheric dynamics and energy

transfer relationships, are critical to a complete understanding of past

climates.  We have attempted to touch on a few of these aspects of the

modeled climatology, concentrating on features that are critical components

of the climate system.  To fully utilize the voluminous data produced by the

state of the art climate models, paleoclimatologists will be required to gain

a significant understanding of the atmospheric sciences as well as a better

understanding of the models themselves and their limitations.
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FIGURE CAPTIONS

Fig. 1) Early Jurassic boundary conditions used in GISS GCM.  a)

Paleocontinental reconstruction of the Pliensbachian Epoch.  The

reconstruction is the most recent version produced by the

Paleogeographic Atlas Project (Rowley and others, unpublished data).

b) Land coverage and topography, c) Sea surface temperatures (SSTs).

d) Terrestrial vegetation.  The vegetation categories include; desert

(DS), savannah-type vegetation (G), savannah with scattered shrubs

(GS), savannah with scattered trees (GT), mixed deciduous-evergreen

forest (DEF), rainforest (RF).

Fig. 2) Global distribution of Early Jurassic paleoclimate indicators.

evaporite (e), eolian "dune" sandstone (D), peat or coal (p),

ironstone (i), phosphate (Ph), Novosibirskiye paleoflora (N), Graham

Land paleoflora (G). Novosibirskiye and Graham Land are the highest

known latitudinal positions of Early Jurassic paleofloras.

Fig. 3) Zonally averaged properties of the simulated Early Jurassic

general circulation for northern hemisphere winter.  The vertical axis

is in pressure units (millibars), a common method of representing

height above sea level in atmospheric flow diagrams,  a) Zonal mean

stream function indicating vertical and north-south air flow patterns;

dashed contours = clockwise flow, solid contours = counter-clockwise

flow.  b) Zonal mean winds indicating east-west wind strength; dashed

contours = easterly flow, solid contours = westerly flow.

Fig. 4) The simulated global distribution of Early Jurassic surface air

temperatures.  Insolation forcing generates the greatest heating in
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the subtropical and tropical regions of western Pangaea.  Extremely

cold winter temperatures over high latitude, high elevation regions of

the continent result in annual temperature ranges that exceed 45°C.

Fig. 5) Simulated global distribution of Early Jurassic sea level

pressure.  Winter high pressure cells alternate with summer low

pressure cells over the continent.  The cells are, in general,

localized by surface heating which is affected by latitude,

topography, and continentality.  Subpolar low pressure cells develop

over the ocean, however, the subtropical high pressure zone, typically

present in the current climate is absent.

Fig. 6) Simulated global distribution of Early Jurassic wind vectors.  a)

surface winds; hashed line indicates approximate position of ITCZ,

circled region identifies wind vectors that correspond to region where

paleowind estimates are available (see text), b) upper level "jet"

winds.

Fig. 7) Simulated global distribution of Early Jurassic cloud cover.  a)

low level clouds  b) high level clouds.  The large reduction in the

amount of low clouds in the Early Jurassic simulation compared with

the present climate represents a positive feedback in a warmer

climate.  Cloud changes over the tropical continent are particularly

conducive to warming since low clouds are reduced while strengthened

tropical convection increases higher clouds which trap heat.  Cloud

cover cannot be validated using the geologic record, however,

simulated cloud distributions are critical to an accurate portrayal of

climate as they allow us to understand more fully  the reasons for

climate changes in the past.
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Fig. 8) a) Precipitation: Simulated global distribution of Early Jurassic

precipitation rates.  Values below 0.7 mm/day (250 mm/year) are

generally assumed to indicate aridity.  Continental regions that

receive greater than 4 mm/day of rainfall are only found in regions

dominated by monsoon systems.  b) Evaporation: Simulated global

distribution of Early Jurassic rates of evaporation.  The primary

controls on evaporation are surface heating, wind speed, and moisture

availability.  Therefore, most evaporation occurs over the low

latitude oceans, particularly in regions with warm prescribed SSTs.

Fig. 9) a) Precipitation minus Evaporation (p-e):  Simulated global

distribution of Early Jurassic annually averaged, p-e.  Negative

values of p-e are commonly used to indicate aridity, however, caution

must be used when evaluating this value over land in GCM experiments

(see discussion in text).   b) Precipitation minus Thornthwaite/GCM

Potential Evaporation (p-eTh):  Values of p-eTh provide the most

accurate representation of  moisture balance in GCM paleoclimate

simulations.


